a2 United States Patent
L’Huillier et al.

US009317566B1

(10) Patent No.: US 9,317,566 B1
(45) Date of Patent: Apr. 19, 2016

(54) METHOD AND SYSTEM FOR
PROGRAMMATIC ANALYSIS OF
CONSUMER REVIEWS

(71) Applicant: Groupon, Inc., Chicago, IL. (US)

(72) Inventors: Gaston L’Huillier, San Francisco, CA
(US); Francisco Jose Larrain, Palo
Alto, CA (US); Hernan Enrique Arroyo
Garcia, Mountain View, CA (US);
Juzheng Li, Fremont, CA (US); Daniel
Langdon, Las Condes (CL); Jonathan
Esterhazy, San Francisco, CA (US);
Srinivasa Raghavan Vedanarayanan,
Sunnyvale, CA (US); Shawn Jeffery,
Burlingame, CA (US); Feras Karablieh,
Issaquah, WA (US); Bhupesh Bansal,
Sunnyvale, CA (US); Dor Levi, San
Francisco, CA (US); Amit Koren,
Chicago, IL. (US)

(73) Assignee: Groupon, Inc., Chicago, IL (US)

(*) Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35
U.S.C. 154(b) by O days.

(21) Appl. No.: 14/727,852

(22) Filed: Jun. 1, 2015

Related U.S. Application Data

(60) Provisional application No. 62/030,549, filed on Jul.
29, 2014, provisional application No. 62/033,090,
filed on Aug. 4, 2014, provisional application No.
62/018,456, filed on Jun. 27, 2014.

(51) Int.CL
GOGF 1730 (2006.01)
G06Q 30/02 (2012.01)
(52) US.CL

CPC ..... GOGF 17/3053 (2013.01); GOGF 17/30864
(2013.01); GO6Q 30/0281 (2013.01)

(58) Field of Classification Search
None
See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS

5,706,406 A 1/1998 Pollock

6,584,464 Bl 6/2003 Warthen

6,910,003 Bl 6/2005 Arnold et al.
2002/0103809 Al 8/2002 Starzl et al.
2004/0059736 Al 3/2004 Willse et al.
2004/0243554 Al 12/2004 Broder et al.

(Continued)
OTHER PUBLICATIONS

Opinion Mining, Sentiment Analysis, and Opinion Spam Detection
[online] [retrieved Jun. 11, 2015]. Retrieved from the Internet:
URL:http://www.cs.uic.edw/~liub/FBS/sentiment-analysis.
html#lexicon. 8 pages.

(Continued)

Primary Examiner — Jay Morrison
(74) Attorney, Agent, or Firm — Alston & Bird LLP

(57) ABSTRACT

Embodiments provide a computer-executable method, com-
puter system and non-transitory computer-readable medium
for programmatically analyzing a consumer review. The
method includes programmatically accessing, via a network
device, one or more consumer reviews for a commercial
entity or a commercial object. The method also includes
executing a consumer review processing engine to program-
matically identify an attribute descriptor in the one or more
consumer reviews, and executing the consumer review pro-
cessing engine to programmatically generate a sentiment
score associated with the one or more consumer reviews. The
method further includes storing, on a non-transitory com-
puter-readable storage device, the attribute descriptor and the
sentiment score in association with the commercial entity or
the commercial object.
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1
METHOD AND SYSTEM FOR
PROGRAMMATIC ANALYSIS OF
CONSUMER REVIEWS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application No. 62/030,549, filed Jul. 29, 2014, and
U.S. Provisional Patent Application No. 62/033,090, filed
Aug. 4, 2014, and U.S. Provisional Patent Application No.
62/018,456, filed Jun. 27, 2014. The entire contents of all of
these applications are incorporated herein by reference.

TECHNOLOGICAL FIELD

Example embodiments of the present invention relate gen-
erally to consumer reviews and, more particularly, to a com-
puter-executable method, computer system and computer
apparatus for programmatically processing and analyzing
consumer reviews, presenting consumer review information
in meaningful and targeted ways, and using consumer review
information in recommending products, services and promo-
tions to consumers.

BACKGROUND

Certain commercial retailers enable consumers to rate and
review merchants and products. In this regard, areas for
improving conventional techniques for automated process-
ing, interpreting and using consumer review information have
been identified and technical solutions have been imple-
mented in exemplary embodiments.

BRIEF SUMMARY

In accordance with one exemplary embodiment, a com-
puter-executable method is provided for programmatically
analyzing a consumer review. The method includes program-
matically accessing, via a network device, one or more con-
sumer reviews for a commercial entity or a commercial
object. The method also includes executing a consumer
review processing engine to programmatically identify an
attribute descriptor in the one or more consumer reviews, and
executing the consumer review processing engine to pro-
grammatically generate a sentiment score associated with the
one or more consumer reviews. The method further includes
storing, on a non-transitory computer-readable storage
device, the attribute descriptor and the sentiment score in
association with the commercial entity or the commercial
object.

In accordance with another exemplary embodiment, one or
more non-transitory computer-readable media are provided,
having encoded thereon one or more computer-executable
instructions that, when executed on a computing device, per-
forms a computer-executable method for programmatically
analyzing a consumer review. The method includes program-
matically accessing, via a network device, one or more con-
sumer reviews for a commercial entity or a commercial
object. The method also includes executing a consumer
review processing engine to programmatically identify an
attribute descriptor in the one or more consumer reviews, and
executing the consumer review processing engine to pro-
grammatically generate a sentiment score associated with the
one or more consumer reviews. The method further includes
storing, on a non-transitory computer-readable storage
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device, the attribute descriptor and the sentiment score in
association with the commercial entity or the commercial
object.

In accordance with another exemplary embodiment, a
computing system is provided. The computing system
includes a non-transitory computer-readable storage device
and a processor. The processor is programmed or configured
for: programmatically accessing, via a network device, one or
more consumer reviews for a commercial entity or a commer-
cial object; executing a consumer review processing engine to
programmatically identify an attribute descriptor in the one or
more consumer reviews; executing the consumer review pro-
cessing engine to programmatically generate a sentiment
score associated with the one or more consumer reviews; and
storing, on the non-transitory computer-readable storage
device, the attribute descriptor and the sentiment score in
association with the commercial entity or the commercial
object.

In certain embodiments, in generating an attribute descrip-
tor for a first commercial entity or object, one or more con-
sumer reviews on the first commercial entity or object may be
used. In certain other embodiments, in generating an attribute
descriptor for a first commercial entity or object, consumer
reviews on one or more additional commercial entities or
objects may be used. In certain other embodiments, in gen-
erating an attribute descriptor for a first commercial entity or
object, consumer reviews on the first commercial entity or
object and consumer reviews on one or more additional com-
mercial entities or objects may be used.

In certain cases, information on the first commercial entity
or object may be compared to information on the additional
entities or objects to determine whether information on the
additional entities or objects is suitable for generating an
attribute descriptor for the first entity or object. In one
embodiment, certain profile data items of the entities or
objects may be compared to determine if they match or over-
lap. For example, if two commercial entities are both Italian
restaurants, then consumer reviews on one entity may be
analyzed to generate an attribute descriptor for the other
entity.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, aspects, features, and
advantages of exemplary embodiments will become more
apparent and may be better understood by referring to the
following description taken in conjunction with the accom-
panying drawings.

FIG. 1 is a block diagram illustrating an exemplary system
within which exemplary embodiments may operate.

FIG. 2 is a block diagram illustrating exemplary modules
of a computing device for use in a promotional server in
accordance with certain exemplary embodiments.

FIG. 3 is a block diagram illustrating exemplary modules
of'a computing device for use by a consumer or merchant in
accordance with an exemplary embodiment.

FIGS. 4 and 5 are flowcharts illustrating exemplary com-
puter-executable methods for programmatically processing
consumer reviews and generating attribute descriptors and
sentiment scores therefrom.

FIGS. 6 and 7 are flowcharts illustrating exemplary com-
puter-executable methods for using consumer review infor-
mation generated by the methods of FIGS. 4 and 5.

FIGS. 8A and 8B illustrate exemplary user interfaces, each
recommending a particular merchant to a consumer.
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FIG. 9 is a block diagram of an exemplary computing
device that may be used to implement and execute exemplary
computer-executable methods.

The accompanying drawings are not intended to be drawn
to scale.

DETAILED DESCRIPTION
1. Glossary

Certain terms used in connection with exemplary embodi-
ments are defined below.

Asused herein, the terms “data,” “content,” “information,”
and similar terms may be used interchangeably to refer to data
capable of being transmitted, received, and/or stored in accor-
dance with embodiments of the present invention. Thus, use
of any such terms should not be taken to limit the spirit and
scope of embodiments of the present invention. Further,
where a computing device is described herein to receive data
from another computing device, it will be appreciated that the
data may be received directly from the another computing
device or may be received indirectly via one or more inter-
mediary computing devices, such as, for example, one or
more servers, relays, routers, network access points, base
stations, hosts, and/or the like, sometimes referred to herein
as a “network.” Similarly, where a computing device is
described herein to send data to another computing device, it
will be appreciated that the data may be sent directly to the
another computing device or may be sent indirectly via one or
more intermediary computing devices, such as, for example,
one or more servers, relays, routers, network access points,
base stations, hosts, and/or the like.

As used herein, the term “promotion and marketing ser-
vice” refers to a service that is accessible via one or more
computing devices and is operable to provide example pro-
motion and/or marketing services on behalf of one or more
providers that are offering one or more instruments that are
redeemable for goods, services, experiences and/or the like.
In some examples, the promotion and marketing service may
take the form of a redemption authority, a payment processor,
a rewards provider, an entity in a financial network, a pro-
moter, an agent and/or the like. As such, the service is, in some
example embodiments, configured to present one or more
promotions via one or more impressions, accept payments for
promotions from consumers, issue instruments upon accep-
tance of an offer, participate in redemption, generate rewards,
provide a point of sale device or service, issue payments to
providers and/or or otherwise participate in the exchange of
goods, services or experiences for currency, value and/or the
like.

As used herein, the term “merchant” refers to a business
owner, consigner, shopkeeper, tradesperson, vender, opera-
tor, entrepreneur, agent, dealer, organization or the like that is
in the business of a providing a good, service or experience to
a consumer, facilitating the provision of a good, service or
experience to a consumer and/or otherwise operating in the
stream of commerce. One example merchant may be a run-
ning company that sells attire for use by a person who runs or
participates in athletic activities.

As used herein, the term “consumer” refers to a client,
customer, purchaser, shopper, user, or the like, who may be in
the position to or does exchange value for one or more vouch-
ers under the terms defined by one or promotions. For
example, and using the aforementioned running company as
the example provider, a consumer may be an individual who
is interested in purchasing running shoes.
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As used herein, the term “commercial entity” refers to any
commercial actor including, but not limited to, an individual,
a consumer, a buyer, a seller, a group of individuals, a com-
pany, a retailer, a wholesaler, a service provider, a promotion
and marketing service, and the like.

As used herein, the term “commercial object” refers to any
good, service or promotion that may be purchased or sold.

Asused herein, the term “consumer interface” refers to any
digitally rendered user interface displayed on a visual display
device for enabling a consumer to interface with a promotion
and marketing service. An exemplary consumer interface
may enable a consumer to view one or more promotions,
purchase one or more promotions, share one or more promo-
tions with other consumers, receive messages and/or promo-
tions from other consumers, receive messages from the pro-
motion and marketing service, and the like. Exemplary
consumer interfaces may be rendered in any desired form
including, but not limited to, as a mobile application for
display on a mobile computing device (e.g., a smartphone), a
webpage or website for display on a mobile or non-mobile
computing device via the Internet, and the like.

As used herein, the term “promotion” refers to any type of
offered, presented or otherwise indicated reward, discount,
coupon, credit, deal, incentive, discount, media or the like that
is indicative of a promotional value or the like that upon
purchase or acceptance results in the issuance of an instru-
ment that may be used toward at least a portion of the pur-
chase of particular goods, services and/or experiences defined
by the promotion. An example promotion, using the afore-
mentioned running company as the example provider, is $25
for $50 toward running shoes. In some examples, the promo-
tion defines an accepted value (e.g., a cost to purchase the
promotion), a promotional value (e.g., the value of the result-
ant instrument beyond the accepted value), a residual value
(e.g., the value upon return or upon expiry of one or more
redemption parameters), one or more redemptions param-
eters and/or the like. Using the running company promotion
as an example, the accepted value is $25 and the promotional
value is $50. In this example, the residual value may be equal
to the accepted value.

As used herein, the term “promotion score” refers to a
programmatically generated quantitative or qualitative score
or indication of the expected effectiveness of providing an
impression of a promotion to a consumer. In some embodi-
ments, the expected effectiveness may be indicated by a pre-
dicted probability or likelihood that the consumer will pur-
chase the promotion offered by an impression.

As used herein, the term “impression” refers to a commu-
nication, a display, or other perceived indication, such as a
flyer, print media, e-mail, text message, application alert,
mobile applications, mobile notifications, other type of elec-
tronic interface or distribution channel and/or the like, of one
or more promotions. For example, and using the aforemen-
tioned running company as the example provider, an e-mail
communication sent to consumers that indicates the availabil-
ity of a promotion of $25 for $50 toward running shoes.

Asused herein, the term “voucher” refers to any type of gift
card, tender, electronic certificate, medium of exchange, or
the like, that embodies the terms of the promotion from which
it results and which may be used toward at least a portion of
the purchase, acquisition, procurement, consumption, or the
like, of goods, services and/or experiences. In some
examples, a voucher may take the form of tender that has a
given value that is exchangeable for goods, services and/or
experiences and/or a reduction in a purchase price of a par-
ticular good, service or experience. In some examples, the
voucher may have multiple values, such as an accepted value,
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a promotional value and/or a residual value. For example,
using the aforementioned running company as the example
provider, a voucher may comprise an electronic indication in
a mobile application that shows $50 of value to spend at the
running company. In some examples, the accepted value of
the voucher is defined by the value exchanged for the voucher.
In some examples, the promotional value of the voucher is
defined by the promotion from which the voucher resulted
and is the value of the voucher beyond the accepted value. In
some examples, the residual value of the voucher is the value
after redemption, the value after the expiry or other violation
of'a redemption parameter, the return or exchange value of the
voucher, or the like.

As used herein, the term “redemption” refers to the use,
exchange or other presentation of a voucher for at least a
portion of a good, service or experience as defined by the
voucher and its related offer. In some examples, redemption
includes the verification of validity of the voucher. In other
example embodiments, redemption may include an indica-
tion that a particular voucher has been redeemed and thus no
longer retains an actual, promotional and/or residual value
(e.g., full redemption). In other example embodiments,
redemption may include the redemption of at least a portion
of'a voucher’s actual, promotional and/or residual value (e.g.,
partial redemption). An example of redemption, using the
aforementioned running company as the example provider, is
exchanging a $50 voucher and $50 for a $100 pair of running
shoes.

As used herein, the terms “mobile computing device” and
“mobile device” refer to any computing or communication
device that is portable and is transported in normal usage
(e.g., the iPhone™ mobile communication device, the
Android™ mobile communication device, and the like), and
that is capable of communication and that has sufficient pro-
cessor power and memory capacity to perform the operations
described herein. For example, and without limitation, a
mobile computing device may include a smartphone, a table
computer, a laptop computer, and the like.

As used herein, the terms “application program,” “mobile
application” and “mobile app” refer to computer-executable
application software programmed or configured to run on a
processing unit of' a mobile computing device.

Asused herein, the term “promotion application program”
refers to an application program programmed or configured
to run on a processing unit of a mobile computing device in
order to enable a user of the computing device to use a
promotion and marketing service. An exemplary promotion
application program may be in constant or periodic commu-
nication with a remote computing device or server run by the
promotion and marketing service to provide computer-ex-
ecutable functionality to the mobile computing device. An
exemplary promotion application program may, for example,
provide a user interface configured to render impressions of
one or more promotions, receive user input selecting one or
more impressions, and enable purchase of the promotions in
response to user input.

As used herein, the term “module,” encompasses hard-
ware, software and/or firmware configured to perform one or
more particular functions.

As used herein, the term “computer-readable medium”
refers to a non-transitory storage hardware, non-transitory
storage device or non-transitory computer system memory
that may be accessed by a controller, a microcontroller, a
computational system or a module of a computational system
to encode thereon computer-executable instructions or soft-
ware programs. The “computer-readable medium” may be
accessed by a computational system or a module of a com-
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6

putational system to retrieve and/or execute the computer-
executable instructions or software programs encoded on the
medium. The non-transitory computer-readable media may
include, but are not limited to, one or more types of hardware
memory, non-transitory tangible media (for example, one or
more magnetic storage disks, one or more optical disks, one
or more USB flash drives), computer system memory or
random access memory (such as, DRAM, SRAM, EDO
RAM) and the like.

As used herein, the term “set” refers to a collection of one
or more items.

As used herein, the term “plurality” refers to two or more
items.

Asusedherein, the terms “equal” and “substantially equal”
refer interchangeably, in a broad lay sense, to exact equality
or approximate equality within some tolerance.

As used herein, the terms “similar” and “substantially simi-
lar” refer interchangeably, in a broad lay sense, to exact
sameness or approximate similarity within some tolerance.

As used herein, the terms “couple,” “coupled” and “cou-
pling” refer to a direct or indirect connection among two or
more components. For example, a first component may be
coupled to a second component directly or through one or
more intermediate components.

Exemplary embodiments provide computer systems, com-
puter-executable methods and one or more non-transitory
computer-readable media for programmatically processing,
analyzing, interpreting and using consumer reviews associ-
ated with commercial entities or commercial objects. The
consumer reviews may include free-text and, in some cases,
an alphanumeric rating. Quantitative and/or qualitative
assessments of commercial entities or objects facilitate future
purchase decisions by consumers, but conventional tech-
niques for assessing consumer review information suffer
from numerous deficiencies. Certain conventional assess-
ment techniques require a consumer to present an overall
review for a merchant or product even though making a
purchase decision based on an overall review is often difficult.
For example, a consumer review may indicate several positive
and negative sentiments about the different attribute descrip-
tors of a merchant, and combining such sentiments into an
overall impression of the merchant is non-trivial. Addition-
ally, certain conventional techniques do not enable normal-
ization of review information among consumers or even
between qualitative and quantitative reviews from the same
consumer. Furthermore, reviews are long and difficult to pro-
duce and to read, which results in few consumers writing
reviews or perusing them.

Exemplary embodiments address deficiencies in conven-
tional consumer review processing techniques by, for
example, programmatically extracting one or more attribute
descriptors regarding a commercial entity or object from
consumer reviews. To this end, programmatically performing
the functions described herein enables a consistency of evalu-
ation could not be produced by human effort alone. For
example, processing analyzing, or interpreting consumer
reviews manually would likely produce results in which a first
expression of a particular sentiment registers with a different
perceived level of intensity as a second or subsequent expres-
sion of that particular sentiment. In at least this respect, the
consistency and therefore accuracy of the solutions described
herein are made possible by virtue of their computer imple-
mentation.

In some embodiments described herein, an “attribute
descriptor” may be a textual piece of data regarding the com-
mercial entity or object. Exemplary embodiments may also
programmatically extract, from consumer reviews, senti-
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ments expressed therein. Exemplary sentiments may include
indications of positive sentiment (e.g., good, very good,
excellent), indications of negative sentiment (e.g., bad, very
bad, terrible), indications of neutral sentiment (e.g., okay),
and the like. Consumer sentiments may be segmented or
tiered even within the broader categories of positive, negative
and neutral sentiments. In some cases, a sentiment score may
be generated for a consumer review as a whole or for each
attribute descriptor in the consumer review, the sentiment
score being a numeric indication of the intensity of a positive
or negative sentiment in a review.

In some embodiments, corpuses for exemplary attribute
descriptors, positive sentiments, negative sentiments and
neutral sentiments may be developed by programmatically
analyzing a body of consumer reviews and extracting
attribute descriptors and sentiments.

In certain cases, an attribute descriptor for a commercial
entity (e.g., a merchant) may indicate a product or service
sold by the merchant (e.g., “pasta,” “burgers”).

In certain cases, an attribute descriptor for a commercial
object (e.g., a food item) may indicate a component, constitu-
ent or character of the object (e.g., vegetarian, fatty, gluten-
free).

In certain cases, an attribute descriptor may indicate a
contextual description or opinion describing a contextual fea-
ture or attribute of a commercial entity or object. Exemplary
contextual attribute descriptors may describe, for example, a
setting (e.g., attribute descriptor “romantic” may describe a
restaurant as having a romantic setting), a situation, a physical
environment (e.g., attribute descriptor “music”), hygiene,
price level (e.g., attribute descriptor “cost”), a physical loca-
tion (e.g., attribute descriptor “neighborhood safety”), and
the like.

In certain cases, an attribute descriptor may indicate a
quality associated with a commercial entity or object. Exem-
plary quality attribute descriptors may describe, for example,
durability (e.g., attribute descriptor “rugged” may describe a
durable pair of hiking boots), fragility (e.g., attribute descrip-
tor “brittle”), size and/or weight (e.g., attribute descriptor
“small and light”), cost effectiveness (e.g., attribute descrip-
tor “value for money”), quality of customer service (e.g.,
attribute descriptor “customer service”), performance, and
the like.

In certain cases, an attribute descriptor may indicate an
event or happening regarding a commercial entity or object.
Exemplary event attribute descriptors may indicate, for
example, whether a consumer had to return a commercial
object (e.g., attribute descriptor “returned it”), a consumer’s
specific experience (e.g., attribute descriptor “fails after 2
months”), and the like.

In certain cases, an attribute descriptor may broadly indi-
cate a feature, categorization or sub-categorization of any
feature of a commercial entity or object. Exemplary category
or sub-category attribute descriptors may describe, for
example, a subject matter associated with the commercial
entity or object (e.g., attribute descriptor “outdoorsy” may
describe an outdoor equipment retail store), a genre of a
product (e.g., attribute descriptor “authentic Italian” or “fresh
sushi” may describe a type of food sold by a restaurant), a
feature or component of a commercial object (e.g., attribute
descriptor “spicy” may describe food that is spicy, attribute
descriptor “good for gaming” may describe a laptop that has
a fast processor and good graphics, attribute descriptor
“screen quality” may describe a laptop with a good quality
screen), and the like.
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In certain cases, an attribute descriptor may indicate a
combination of two or more attributes of a commercial entity
or object.

In certain embodiments, an attribute descriptor may have a
predetermined maximum phrase, word or alphanumeric char-
acter length, e.g.,5,6,7,8,9,10,11,12,13,14,15,16,17, 18,
19,20,21,22,23,24,25,26,27,28,29,30,31,32, 33,34, 35,
36, 37, 38, 39, 40, etc.

Certain attribute descriptors may be received, extracted or
programmatically generated from consumer review informa-
tion provided by consumers regarding one or more commer-
cial entities and objects, for example, from consumer reviews,
ratings and survey responses. In certain non-limiting cases,
the consumer review information may be in the form of
reviews that include structured or unstructured text. For struc-
tured text reviews, exemplary embodiments may program-
matically generate attribute descriptors based on the names of
the text fields (e.g., a text field titled “customer service” may
be used to generate an attribute descriptor “customer ser-
vice”). For unstructured text reviews, exemplary embodi-
ments may programmatically generate attribute descriptors
based on suitable grammatical context detection techniques.
In certain cases, machine learning may be applied to deter-
mine an attribute descriptor based on consumer information
previously provided for a commercial entity or object.

In certain cases, the consumer review information (e.g.,
reviews, ratings and survey responses) may be accessed from
Internet websites using, for example, a web crawler. In certain
cases, the consumer reviews, ratings and survey responses
may be accessed from a database associated with a promotion
and marketing service.

In certain embodiments, in generating an attribute descrip-
tor for a first commercial entity or object, one or more con-
sumer reviews on the first commercial entity or object may be
used. In certain other embodiments, in generating an attribute
descriptor for a first commercial entity or object, consumer
reviews on one or more additional commercial entities or
objects may be used. In certain other embodiments, in gen-
erating an attribute descriptor for a first commercial entity or
object, consumer reviews on the first commercial entity or
object and consumer reviews on one or more additional com-
mercial entities or objects may be used.

In certain cases, information on the first commercial entity
or object may be compared to information on the additional
entities or objects to determine whether information on the
additional entities or objects is suitable for generating an
attribute descriptor for the first entity or object. In one
embodiment, certain profile data items of the entities or
objects may be compared to determine if they match or over-
lap. For example, if two commercial entities are both Italian
restaurants, then consumer reviews of one entity may be
analyzed to generate an attribute descriptor for the other
entity.

One or more consumer ratings or reviews usable to deter-
mine an attribute descriptor may include one or more of: one
or more quantitative ratings, one or more qualitative reviews,
and the like.

In certain embodiments, a visual user interface may be
customized for each consumer so that one or more commer-
cial entities or objects are programmatically selected for dis-
play for that particular consumer. For example, attribute
descriptors on the commercial entity or object may be com-
pared to attribute descriptors of interest to the consumer to
determine if the commercial entity or object is of relevance or
interest to the consumer and, if so, to display consumer review
information related to the commercial entity or object. For
example, if an attribute descriptor for a merchant indicates
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that it is a “cheap” restaurant and if consumer information
indicates that a consumer has a low income or is frugal, then
the restaurant may be determined to be of relevance to the
consumer and displayed on a computing device of the con-
sumer.

In some embodiments, one or more attribute descriptors
associated with a commercial entity or object may be dis-
played for a consumer. The top n number of attribute descrip-
tors may be selected for display based on their relevance to the
consumer. Certain embodiments may provide different visu-
alization options to provide rating or review information in a
succinct and easy to view manner. For example, consumers
may be allowed to quickly determine the ratio between the
positive and negative sentiments without having to read the
attribute descriptors (e.g., by providing positive ratings in
green font and negative sentiments in red font and/or by
varying the font size based on the sentiment scores). Consum-
ers may also be allowed to read individual reviews and rat-
ings, and may be allowed to view the weights associated with
the ratings. One exemplary visualization technique is a tag
cloud in which each tag is an attribute descriptor and in which
positive tags are provided in a first font color while negative
tags are provided in a second font color and in which the font
size varies with the sentiment score for each attribute descrip-
tor.

In some cases, a consumer may be allowed to adjust the
display of attribute descriptors associated with a commercial
entity or object, for example, based on relevance or interest to
the consumer, based on whether the attribute descriptor is
spam, and the like.

II. Exemplary Embodiments

Some exemplary embodiments of the present invention
will now be described more fully hereinafter with reference to
the accompanying drawings in which some, but not all,
embodiments of the inventions are shown. Indeed, these
inventions may be embodied in many different forms and
should not be construed as limited to the embodiments set
forth herein; rather, these embodiments are provided so that
this disclosure will satisfy applicable legal requirements.
Like numbers refer to like elements throughout.

Although certain embodiments are described herein with
reference to promotions and a promotion and marketing ser-
vice, certain other embodiments are not thusly limited and
may be implemented generally and without specific reference
to promotions to a promotion and marketing service.

FIG. 1is a block diagram illustrating an exemplary system
within which exemplary embodiments may operate. An
exemplary promotion and marketing service 100 may man-
age a promotional system 102 for managing the offer, pur-
chase, and redemption of a set of promotions. Consumers and
merchants may access the promotional system 102 via a
network 112 (such as the Internet, or the like) using computer
devices 114 A through 114N and 116 A through 116N, respec-
tively. The promotional system 102 may include a promo-
tional server 104 in communication with a promotional data-
base 106 that stores the set of promotions managed by the
promotion and marketing service. The promotion system 102
may have access to a merchant database or any suitable data
storage structure 108 storing information on one or more
merchants, one or more products offered by a merchant, one
or more services offered by a merchant, and the like. The
promotional system 102 may have access to a historical data-
base or any suitable data storage structure 110 storing infor-
mation regarding one or more of: promotions and impres-
sions previously distributed to consumers, consumer profile
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data, prior activities performed by consumers with respect to
promotions and impressions, prior activities performed by
consumers with respect to commercial entities or objects, and
the like. In various embodiments, promotional database 106,
merchant database 108 and historical database 110 may be
distinct databases, or may alternatively refer to a single data-
base. In certain embodiments, merchant database 108 and
historical database 110 may be provided independently of a
promotional system 102.

The promotional server 104 may be embodied by a com-
puting system, such as apparatus 200 shown in FIG. 2. As
illustrated in FIG. 2, the apparatus 200 may include a com-
puter processor or computer processing module 202, a
memory 204, an input/output module 206, and a communi-
cations module 208.

In some embodiments, the apparatus 200 may include a
consumer review processing engine 210 programmed or con-
figured to programmatically and automatically process one or
more consumer reviews with respect to a commercial entity
or commercial object. The consumer review processing
engine 210 may take as input one or more consumer reviews
for a single commercial entity or commercial object, or a
plurality of consumer reviews for multiple commercial enti-
ties and/or commercial objects. The consumer review pro-
cessing engine 210 may extract and output one or more
attribute descriptors associated with each consumer review.
In some embodiments, the consumer review processing
engine 210 may extract and output one or more sentiments
associated with each consumer review. In some embodi-
ments, the consumer review processing engine 210 may gen-
erate and output a sentiment score associated with each
attribute descriptor in a consumer review and/or a sentiment
score associated with an entire consumer review.

In some embodiments, the consumer review processing
engine 210 may output an overall sentiment score for a par-
ticular commercial entity or commercial object based on sen-
timent scores generated from all consumer reviews for that
particular commercial entity or commercial object.

The consumer review processing engine 210 may include
an attribute descriptor extraction engine 212 programmed or
configured to programmatically extract one or more attribute
descriptors from a consumer review. The attribute descriptor
extraction engine 212 may implement and run computer-
executed natural language processing techniques to identify
words and/or phrases that may represent aspects (or attribute
descriptors) for commercial entities and/or objects. In one
embodiment, an attribute descriptor extraction engine 212
may generate a numerical score indicating the importance or
usefulness of the identified attribute descriptor in the con-
sumer review. The attribute descriptor extraction engine 212
may thereby generate a set or list of all useful or important
attribute descriptors identified in the consumer review. For
example, a consumer review that states “excellent burgers and
good margaritas” may be analyzed to generate an attribute
descriptor list of “burgers, margaritas.”

The consumer review processing engine 210 may include a
sentiment scoring engine 214 programmed or configured to
programmatically extract one or more sentiments (e.g., posi-
tive, negative, unknown/neutral) from a consumer review. In
some cases, the sentiment scoring engine 214 may generate a
sentiment score associated with the consumer review, the
sentiment score indicating the intensity of a sentiment
expressed in the review. For example, an overall positive
review may be assigned a positive sentiment score, an overall
negative review may be assigned a negative sentiment score,
an overall neutral review may be assigned a score of zero. The
magnitude of a sentiment score may indicate an intensity or
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strength of a sentiment expressed in the consumer review. For
example, consumer reviews that state “excellent burgers” and
“good burgers” may both have positive sentiments (“excel-
lent” and “good,” respectively), but the former may have a
higher-magnitude positive sentiment score than the latter.

In one embodiment, a consumer review or part of a con-
sumer review (e.g., a sentence or a phrase) may be analyzed to
extract an “opinion” contained in the review. An “opinion”
may be described as indicating an attribute descriptor in the
review, a sentiment expressed in the review (e.g., positive,
negative, neutral), an identification of the reviewer, the time
of'the review and an identification of the commercial entity or
object being reviewed.

The consumer review processing engine 210 may include a
natural language processing engine 218 programmed or con-
figured to perform natural language processing techniques on
the text of consumer reviews. The natural language process-
ing engine 218 may be in data communication with the
attribute descriptor extraction engine 212 and the sentiment
scoring engine 214.

The consumer review processing engine 210 may include a
consumer review display engine 216 programmed or config-
ured to selectively display consumer review information
(e.g., attribute descriptor, sentiment score) on a visual display
device. Exemplary methods of displaying consumer review
information are presented in connection with FIGS. 6 and 7.
The consumer review display engine 216 may be in data
communication with the attribute descriptor extraction
engine 212 and the sentiment scoring engine 214.

The consumer review processing engine 210 may include a
relevance engine 220 programmed or configured to determine
a relevance of a commercial entity or object for a particular
consumer based on the consumer’s information and based on
the commercial entity or object’s consumer review informa-
tion (e.g., attribute descriptor, sentiment score). Exemplary
methods of displaying consumer review information are pre-
sented in connection with FIG. 7. The relevance engine 220
may be in data communication with the attribute descriptor
extraction engine 212 and the sentiment scoring engine 214.

The sentiment scoring engine 214 may generate a senti-
ment score for a consumer review, the sentiment score being
a numerical score that indicates a sentiment or feeling
expressed in the consumer review. In some embodiments, an
overall positive sentiment may be indicated by positive
numerical scores, an overall negative sentiment may be indi-
cated by negative numerical scores, with the magnitude of the
sentiment score proportion to the intensity of the overall
sentiment. Unknown or neutral sentiments may be indicated
by a sentiment score of zero.

In one embodiment, a trained machine learning system
may be used. In another embodiment, a set of rules based on
parameterized heuristics which depend on thresholds may be
used. The parameters may be trained by controlling perfor-
mance metrics within a training/testing dataset.

The sentiment scoring engine 214 may programmatically
process and extract one or more sentiments expressed in a
consumer review. The sentiments may be associated with
certain attribute descriptors in the consumer review. For
example, a consumer review stating “great burgers” includes
an attribute descriptor of “burgers” and a sentiment of “great”
which may be categorized as a positive sentiment.

A consumer review for a commercial entity/object may
include one or more textual units (e.g., sentences, phrases),
each textual unit including a sentiment regarding the com-
mercial entity/object or regarding an attribute descriptor of
the commercial entity/object. The sentiment scoring engine
214 may generate a sentiment score for each textual unit in a
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consumer review. For example, the sentiment scoring engine
214 may take as input the entire text of a consumer review,
and output a list (or array or other suitable data structure) of
the sentiments scores for the different textual units of the
consumer review.

In some embodiments, the processor 202 (and/or co-pro-
cessor or any other processing circuitry assisting or otherwise
associated with the processor) may be in communication with
the memory 204 via a bus for transmitting information among
components of the apparatus. The memory 204 may be non-
transitory and may include, for example, one or more volatile
and/or non-volatile memories. In other words, for example,
the memory may be an electronic storage device (e.g., a
computer readable storage medium). The memory may be
configured to store information, data, content, applications,
instructions, or the like, for enabling the apparatus to carry out
various functions in accordance with an example embodi-
ment of the present invention.

The processor 202 may be embodied in a number of dif-
ferent ways and may, for example, include one or more pro-
cessing devices configured to perform independently. Addi-
tionally or alternatively, the processor 202 may include one or
more processors configured in tandem via a bus to enable
independent execution of instructions, pipelining, and/or
multithreading.

In an example embodiment, the processor 202 may be
configured to execute instructions stored in the memory 204
or otherwise accessible to the processor. Alternatively or
additionally, the processor may be configured to execute
hard-coded functionality. As such, whether configured by
hardware or software methods, or by a combination thereof,
the processor may represent an entity (e.g., physically
embodied in circuitry) capable of performing operations
according to an embodiment of the present invention while
configured accordingly. Alternatively, as another example,
when the processor is embodied as an executor of software
instructions, the instructions may specifically configure the
processor to perform the algorithms and/or operations
described herein when the instructions are executed.

In some embodiments, the apparatus 200 may include an
input/output module 206 that may, in turn, be in communica-
tion with processor 202 to provide output to the user and, in
some embodiments, to receive an indication of a user input.
The input/output module may comprise a user interface and
may include a display. In such embodiments, the user inter-
face may comprise a web user interface, a mobile application,
a client device, a kiosk, or the like. In some embodiments, the
input/output module 206 may also include a keyboard, a
mouse, a touch screen, touch areas, soft keys, a microphone,
a speaker, or other input/output mechanisms. The processor,
or user interface circuitry including the processor, may be
configured to control one or more functions of one or more
user interface elements through computer program instruc-
tions (e.g., software and/or firmware) stored on a memory
accessible to the processor (e.g., memory 204, onboard
memory of the processor, and/or the like).

Meanwhile, the communications module 208 may be any
means such as a device or circuitry embodied in either hard-
ware or a combination of hardware and software that is con-
figured to receive and/or transmit data from/to a network
and/or any other device or module in communication with the
apparatus 200. In this regard, the communication interface
may include, for example, an antenna (or multiple antennas)
and supporting hardware and/or software for enabling com-
munications with a wireless communication network. Addi-
tionally or alternatively, the communication interface may
include the circuitry for interacting with the antenna(s) to
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cause transmission of signals via the antenna(s) or to handle
receipt of signals received via the antenna(s). In some envi-
ronments, the communication interface may additionally or
alternatively support wired communication. As such, for
example, the communication interface may include a com-
munication modem and/or other hardware/software for sup-
porting communication via cable, digital subscriber line
(DSL), universal serial bus (USB), or other mechanisms.

In one embodiment, a consumer or merchant may use the
apparatus 200 (e.g., as a kiosk) to communicate with the
promotional system 102 to view promotion information or
interact with promotions. However, in some embodiments of
the present invention, the consumer or merchant may perform
these functions from outside of the promotional system 102
using, for example, an end-user device, such as consumer
device 114 or merchant device 116.

Referring now to FIG. 3, a block diagram is illustrated
showing an example end-user device (apparatus 300) that
may be configured to enable a user to view promotions from
outside the promotional system 102, in accordance with
embodiments of the present invention. In FIG. 3, the appara-
tus 300, which may embody consumer device 114 or mer-
chant device 116, may include or otherwise be in communi-
cation with a processor 302, a memory 304, a
communications module 308, and a user interface 306. In
some embodiments, the processor (and/or co-processor or
any other processing circuitry assisting or otherwise associ-
ated with the processor) may be in communication with the
memory 304 via a bus for passing information among com-
ponents of the apparatus. The memory 304 may be non-
transitory and may include, for example, one or more volatile
and/or non-volatile memories. In other words, for example,
the memory may be an electronic storage device (e.g., a
computer readable storage medium). The memory may be
configured to store information, data, content, applications,
instructions, or the like, for enabling the apparatus to carry out
various functions in accordance with an example embodi-
ment of the present invention.

The processor 302 may be embodied in a number of dif-
ferent ways and may, for example, include one or more pro-
cessing devices configured to perform independently. Addi-
tionally or alternatively, the processor may include one or
more processors configured in tandem via a bus to enable
independent execution of instructions, pipelining, and/or
multithreading.

In an example embodiment, the processor 302 may be
configured to execute instructions stored in the memory 304
or otherwise accessible to the processor. Alternatively or
additionally, the processor may be configured to execute
hard-coded functionality. As such, whether configured by
hardware or software methods, or by a combination thereof,
the processor 302 may represent an entity (e.g., physically
embodied in circuitry) capable of performing operations
according to an embodiment of the present invention while
configured accordingly. Alternatively, as another example,
when the processor 302 is embodied as an executor of soft-
ware instructions, the instructions may specifically configure
the processor 302 to perform the algorithms and/or operations
described herein when the instructions are executed.

In some embodiments, the apparatus 300 may include a
user interface 306 that may, in turn, be in communication with
processor 302 to provide output to the user and, in some
embodiments, to receive an indication of a user input. As
such, the user interface 306 may include a display and may
comprise a web user interface, a mobile application, a client
device, a kiosk, or the like. In some embodiments, the user
interface 306 may also include a keyboard, a mouse, a touch
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screen, touch areas, soft keys, a microphone, a speaker, or
other input/output mechanisms. The processor 302, or user
interface circuitry comprising the processor 302, may be con-
figured to control one or more functions of one or more user
interface elements through computer program instructions
(e.g., software and/or firmware) stored on a memory acces-
sible to the processor (e.g., memory 304, and/or the like).

Meanwhile, the communications module 308 may be any
means such as a device or circuitry embodied in either hard-
ware or a combination of hardware and software that is con-
figured to receive and/or transmit data from/to a network
and/or any other device or module in communication with the
apparatus 300 (e.g., promotional server 104 or, more gener-
ally, promotional system 102, other consumer devices 114 or
merchant devices 116, or the like). In this regard, the com-
munication interface may include, for example, an antenna
(or multiple antennas) and supporting hardware and/or soft-
ware for enabling communications with a wireless commu-
nication network. Additionally or alternatively, the commu-
nication interface may include the circuitry for interacting
with the antenna(s) to cause transmission of signals via the
antenna(s) or to handle receipt of signals received via the
antenna(s). In some environments, the communication inter-
face may additionally or alternatively support wired commu-
nication. As such, for example, the communication interface
may include acommunication modem and/or other hardware/
software for supporting communication via cable, digital
subscriber line (DSL), universal serial bus (USB), or other
mechanisms.

FIG. 4 is a flowchart illustrating an exemplary computer-
implemented method 400 of generating sentiment scores for
each of the different textual units in a consumer review. The
operations described in FIG. 4 may be performed by the
promotional server 104 (i.e., by the apparatus 200). Although
exemplary embodiments are described in connection with
words, exemplary indicators and score may be assigned for
phrases, sentences, paragraphs or sets of paragraphs as well
using the techniques described herein.

In step 402, the apparatus 200 may receive a consumer
review (e.g., from a non-transitory computer-readable stor-
age device, from an external consumer computing device, via
a network device, or the like). In step 404, the apparatus 200
may create a data structure (e.g., an array named spList) for
storing sentiment scores for the different textual units in the
consumer review. In step 406, the apparatus 200 may pro-
grammatically parse the consumer review to split the con-
sumer review into its different constituent textual units, for
example, by detecting and splitting a series of words along
period punctuations. In step 408, for each textual unit, the
apparatus 200 may create a data structure (e.g., an array
named wsList) for storing the sentiment scores for the differ-
ent words in each textual unit, and the apparatus 200 may save
the data structure on a non-transitory computer-readable stor-
age device. In step 410, the apparatus 200 may programmati-
cally parse each textual unit and split each textual unit into its
different constituent words, for example by detecting and
splitting the textual unit along spaces.

In step 412, for each word in the textual unit, the apparatus
200 may determine one or more of the following attributes:
the part of speech, the word polarity score, the word negation
score, and the word intensity score.

In step 412, the apparatus 200 may generate the part of
speech of the word (e.g., adjective, noun) using the natural
language processing engine 218. Any suitable technique for
part-of-speech tagging may be used. In one example, the
word may be compared to a list of predetermined parts of
speech to identify its part of speech. In another example, a
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trained machine learning system may be implemented to
apply classification algorithms to programmatically generate
the part of speech. A perceptron may be used in one such
classification algorithm. In machine learning, the perceptron
is an algorithm for supervised classification of an input (i.e.,
a word) into one of several possible non-binary outputs (i.e.,
the different parts of speech). It is a type of linear classifier,
i.e. a classification algorithm that makes its predictions based
on a linear predictor function combining a set of weights with
the feature vector. In another example, a hidden Markov
model may be used in generating the part of speech.

Instep 412, the apparatus 200 may generate a word polarity
score of the word using the sentiment scoring engine 214. The
word polarity score is a numerical score that indicates
whether a sentiment expressed by a word, phrase, sentence,
paragraph or set of paragraphs is positive, negative or neutral
or unknown.

In some embodiments, the word polarity score may indi-
cate an intensity of the sentiment expressed in the word, such
that increasing magnitudes of the score indicates greater
intensities. In generating the word polarity score, the senti-
ment scoring engine 214 may take as input the word and the
part of speech of the word in the context in which it is evalu-
ated. Word polarity scores from different sources may be
aggregated to generate the word polarity score, in certain
embodiments. The sources may be varied and the scores from
the sources may be combined in different types. In one
example, a polarity lexicon may be annotated and used.
Exemplary lexicons can be found at: http://sentiwordnet.is-
ti.cnr.it/ and at http://www.cs.uic.edu/~liub/FBS/sentiment-
analysis.html#lexicon. The entire contents of these websites
are expressly incorporated herein by reference.

In one example, the natural language processing engine
218 may determine whether the word contains multiple vow-
els, and increase the word polarity score for a higher number
of consecutive vowels. For example, “goooood” is a common
way of expressing a higher intensity than simply “good.” If it
is ambiguous how to map a word with multiple consecutive
vowels to a more standard word (e.g., if it is unclear whether
“goooood” should be mapped to “good” or “god”), then the
priority of the mapping may be the next available multi-vowel
word (e.g., “good”). In case a word with multiple consecutive
vowels does not exist in the lexicon (e.g., “amaaaaaaaazing”),
it may be mapped to the next normalized representation of the
multi-vowel word (e.g., “amazing”).

In step 412, the apparatus 200 may generate a word nega-
tion score of the word using the sentiment scoring engine 214
and/or the natural language processing engine 218. The word
negation score is a numerical score that indicates whether
there is a negation or inversion of a polarity of a given word or
phrase in the context of the word or phrase (e.g., in the
sentence). In one embodiment, the immediately preceding
words may be analyzed. If a sentence includes the word
“good,” this may indicate a positive polarity score of about
1.0, but if “not” precedes “good” in the same sentence, the
polarity score may need to be inverted so that it becomes the
opposite value of about —1.0. In another embodiment, com-
plex structures (e.g., parse trees) may be built from the sen-
tences themselves to increase the actual reach of the negations
s0 as to shift the polarity of all words within the scope of the
parse trees.

In step 412, the apparatus 200 may generate a word inten-
sity score of the word using the sentiment scoring engine 214
using the natural language processing engine 218. The word
intensity score is a numerical score that indicates an intensity,
strength or magnitude of a sentiment expressed in the word,
and may be based on how the textual content was created. In
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some cases, the word intensity score may be generated based
on whether the word includes multiple consecutive vowels
(e.g., “s00000 good”), which may express a stronger senti-
ment than “so good” and may therefore be assigned a higher
word intensity score. In some cases, the word intensity score
may be generated based on a distortion in the writing style
(e.g., if a word is written in capital letters, e.g., “VERY
GOOD”), which may express a stronger sentiment than “very
good” written in small letters and may therefore be assigned
a higher word intensity score. In some cases, the word inten-
sity score may be generated based on prior words in the same
sentence (e.g., “very good”), which may express a stronger
sentiment than “good” and may therefore be assigned a
higher word intensity score. In these cases, the word is
believed to express intense sentiments or feelings. In one
embodiment, the immediately preceding words may be ana-
lyzed in the process of generating the word intensity score. If
these words include “very” before “good,” the word intensity
score may be higher than otherwise. In another embodiment,
complex structures (e.g., parse trees) may be built from the
sentences themselves to increase the actual reach of the inten-
sities so as to shift the polarity of all words within the scope of
the parse trees (e.g., “was not as good as I expected”).

In step 414, the apparatus 200 may generate a sentiment
score for the word based on the word polarity score, the word
negation score and the word intensity score, and the apparatus
200 may store the sentiment score in the generated data struc-
ture (e.g., wsList). In one embodiment, the word polarity
score, the word intensity score and the word negation score
may be aggregated (e.g., summed, multiplied) in any suitable
manner. In another embodiment, a trained machine learning
system may be used to generate the sentiment score based on
the word polarity score, the word negation score and the word
intensity score.

In step 416, after sentiment scores have been generated for
all of the words in a textual unit, an emoticon score may be
generated for the textual unit. In generating the emoticon
score, the sentiment scoring engine 214 may take as input the
textual unit, and output a score indicating the number and/or
intensity of positive emoticons relative to negative emoticons
found in the textual unit. In one embodiment, a text parser
may be executed and run on the textual unit to identify emoti-
cons that match predetermined emoticon patterns. Emotions
may be positive or negative, and may be amplified by certain
expressions. For example, “:(” expresses a sad face which is
negative, while “D:” amplifies the sad or negative expression.
In one embodiment, predetermined numerical scores may be
assigned to the different emoticons, with positive numerical
scores assigned to positive emoticons, negative numerical
scores assigned to negative emoticons, and scores of greater
magnitude assigned to amplified emoticons. The scores for all
of'the emoticons in the textual unit may be added or combined
otherwise to generate the emoticon score in step 416.

In step 418, the apparatus 200 may generate a sentiment
score for the textual unit as a whole, and stored in the gener-
ated data structure (e.g., spList). In generating the sentiment
score for the textual unit, the sentiment scoring engine 214
may take as input the data structure storing the sentiment
scores for all the words in the textual unit (e.g., wsList) and,
optionally, the emoticon score generated in step 416, and
output a score indicating the intensity of the sentiments
expressed in the textual unit. The sentiment score may be
generated by aggregating the sentiment scores for the words
in the textual unit, for example, by summing the sentiment
scores. In another example, a trained machine learning sys-
tem may be implemented to apply scoring algorithms to pro-
grammatically generate the sentiment score for the textual
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unit based on one or more of the following information
regarding the words in the textual unit: sentiment score, part
of speech, individual polarity, negation tag, intensity score,
and the like.

In one embodiment, the emoticon score may be used, for
example, by summing the emoticon score of the textual unit
along with the sentiment score of the words in the textual unit
to generate the sentiment score for the textual unit. In another
embodiment, the emoticon score may not be used in gener-
ating the sentiment score for the textual unit.

In this manner, as illustrated in FIG. 4, the apparatus 200
may generate sentiment scores for each textual unit of a
consumer review.

FIG. 5 is a flowchart illustrating an exemplary computer-
implemented method 500 of generating a sentiment score for
a consumer review based on sentiment scores for the different
textual units in the consumer review. The operations
described in FIG. 5 may be performed by the promotional
server 104 (e.g., by the apparatus 200). In one embodiment
illustrated in FIG. 5, the sentiments in a consumer review may
fall into a sentiment category, e.g., positive, negative,
unknown/neutral. In certain embodiments, the sentiment
score may be a numerical score, with positive sentiments
being positive numbers, negative sentiments being negative
numbers, unknown/neutral sentiments being zero, and mag-
nitude of the scores being proportional to the intensity of the
sentiments.

In one embodiment, the apparatus 200 may generate a
sentiment score for an overall consumer review. In other
embodiments, the apparatus 200 may generate a sentiment
score for each attribute descriptor identified for a particular
commercial entity or object based on a consumer review. In
other embodiments, the apparatus 200 may generate a senti-
ment score for a particular commercial entity or object based
on multiple consumer reviews. In other embodiments, the
apparatus 200 may generate a sentiment score for each
attribute descriptor identified for a particular commercial
entity or object based on multiple consumer reviews.

In step 502, the apparatus 200 may receive or access sen-
timent scores for the different textual units in a consumer
review from a non-transitory computer-readable storage
device, from an external consumer computing device via a
network device, or the like. In step 504, the sentiment scoring
engine 214 of the apparatus 200 may determine if the mini-
mum of the sentiment scores exceeds (or is equal to) a pre-
determined positive minimum threshold and if the average of
those scores exceeds (or is equal to) a predetermined positive
average threshold. If so, then in step 506, the apparatus 200
may determine that the sentiment for the consumer review is
“positive.” An exemplary positive minimum threshold may
be about 0.3, but is not limited to this exemplary value. An
exemplary positive average threshold may be about 1.5, but is
not limited to this exemplary value.

Otherwise, in step 508, the sentiment scoring engine 214 of
the apparatus 200 may determine if the maximum of those
scores is lower than (or is equal to) a predetermined negative
maximum threshold and if the average of those scores is lower
than (or is equal to) a predetermined negative average thresh-
old. If so, then in step 510, the apparatus 200 may determine
that the sentiment for the consumer review is “negative.” An
exemplary negative maximum threshold may be about -0.1,
but is not limited to this exemplary value. An exemplary
negative average threshold may be about -2.0, but is not
limited to this exemplary value.

Otherwise, in step 512, the sentiment scoring engine 214 of
may determine if the minimum of those scores is exceeds (or
is equal to) a predetermined unknown minimum threshold
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and if the maximum of those scores exceeds (or is equal to) a
predetermined unknown maximum threshold. If so, then in
step 514, the apparatus 200 may determine that the sentiment
for the consumer review is “positive” An exemplary
unknown minimum threshold may be about 0.0, but is not
limited to this exemplary value. An exemplary unknown
maximum threshold may be about 1.0, but is not limited to
this exemplary value.

Otherwise, in step 516, the sentiment scoring engine 214
may determine if there is only one sentence in the review and
if the minimum of the scores exceeds (or is greater than) a
predetermined unknown sentence minimum threshold. If so,
then in step 518, the apparatus 200 may determine that the
sentiment for the consumer review if “positive.” An exem-
plary unknown sentence minimum threshold may be about
0.75, but is not limited to this exemplary value.

Otherwise, in step 520, the sentiment scoring engine 214
that the sentiment for the consumer review is “unknown.” Any
suitable thresholds may be used in the method of FIG. 5.

The generated attribute descriptors, sentiments and senti-
ment scores associated with a commercial entity or object
may be used in a number of exemplary situations to enable
consumer to make informed purchase decisions and to market
and advertise products, services and promotions to consum-
ers in a targeted manner.

In one exemplary embodiment, textual units (e.g., sen-
tences) and their associated sentiment scores may be saved in
a non-transitory computer-readable storage device to create a
repository of consumer feedback from a broad audience.

In one exemplary embodiment, the attribute descriptors
identified from consumer reviews may be used to generate
survey queries to allow consumers to review and rate com-
mercial entities and objects. For example, exemplary embodi-
ments may analyze consumer reviews associated with one or
more restaurants to generate attribute descriptor “burgers”
and an associated sentiment “great,” and may generate a
survey query for Restaurant X to ask consumers “Is Restau-
rant X great for burgers?” Details of generating survey que-
ries are contained in U.S. Provisional Patent Application No.
62/018,456, filed on Jun. 27, 2014, titled “Method and Sys-
tem for Programmatic Generation of Survey Queries,” the
entire contents of which are expressly incorporated herein by
reference.

In another exemplary embodiment, consumer reviews may
be summarized by extracting the most polarized textual units
(e.g., sentences) from the reviews. These highly polarized
textual units may be positive and/or negative (e.g., “suuuuu-
per” or “horrid!”). The polarized textual units may be aggre-
gated using simple or complex techniques, and the summa-
rized or aggregated results may be displayed to a consumer to
enable the consumer to make an informed purchase. In one
exemplary technique of aggregation, the polarized textual
units may be repeated. The display may be presented, in one
embodiment, when a consumer checks a webpage for a pro-
motion for the commercial entity or object, the promotion
provided by a promotion and marketing service. In other
embodiments, the display may be provided via an email, a
mobile application program, and the like.

In another exemplary embodiment, the most positive and/
or most negative consumer reviews for a particular commer-
cial entity or object may be ranked for display to a consumer.
The rankings may be based, for example, on the sentiment
scores for the consumer reviews. The display may be pre-
sented, in one embodiment, when a consumer checks a
webpage for a promotion for the commercial entity or object,
the promotion provided by a promotion and marketing ser-
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vice. In other embodiments, the display may be provided via
an email, a mobile application program, and the like.

In another exemplary embodiment implemented for a pro-
motion and marketing service, after a consumer purchases a
promotion for a commercial entity or object, one or more top
positive consumer reviews for that commercial entity or
object may be displayed for the consumer. The top positive
consumer reviews may be identified by the sentiment scores
(i.e., highest positive scores) among all of the consumer
reviews for that commercial entity or object. The display of
the top consumer reviews may encourage the consumer to
redeem the promotion. The display may be presented, in one
embodiment, on a webpage for the purchase of the promotion
right after the consumer purchases the promotion. In other
embodiments, the display may be provided via an email, a
mobile application program, and the like.

FIGS. 6 and 7 illustrate certain non-limiting exemplary
uses of the information programmatically generated using the
methods of FIGS. 4 and 5.

FIG. 6 is a flowchart illustrating an exemplary computer-
implemented method 600 for programmatically analyzing
and processing one or more consumer reviews associated
with a commercial entity or object. The operations described
in FIG. 6 may be performed by the promotional server 104
(e.g., by the apparatus 200). In step 602, the apparatus 200
may receive Or access one or more consumer reviews using,
for example, via a network device. The consumer reviews
may all correspond to the same commercial entity or object,
or may correspond to a plurality of commercial entities or
objects.

In step 604, the apparatus 200 may programmatically gen-
erate one or more attribute descriptors included in the con-
sumer reviews.

In step 606, the apparatus 200 may programmatically
extract sentiments from the consumer reviews, the sentiments
indicating some combination of positive, negative, neutral
and unknown polarities. In some cases, the apparatus 200
may programmatically generate a sentiment score for each
consumer review, the sentiment score indicating an intensity
of'asentiment or feeling associated with the consumer review.

In step 608, the apparatus 200 may save the generated
attribute descriptors, sentiments and sentiment scores on a
non-transitory computer-readable medium in association
with the commercial entity or object.

In step 610, in some embodiments, the apparatus 200 may
transmit computer-executable instructions to a consumer
computing device to cause a visual display associated with
the consumer computing device to illustrate the generated
attribute descriptors, sentiments and/or sentiment scores in
association with the commercial entity or object. The com-
puter-executable instructions may, in some cases, be trans-
mitted in response to a request from the consumer computing
device for information on the commercial entity or object. In
some cases, the request may specify the commercial entity or
object. In some cases, the request may specify one or more
attribute descriptors of interest to the consumer and, in
response, information on commercial entities or objects hav-
ing those attribute descriptors may be displayed.

FIG. 7 is a flowchart illustrating an exemplary computer-
implemented method 700 for displaying information on a
commercial entity or object using consumer review informa-
tion. The operations described in FIG. 6 may be performed by
the promotional server 104 (e.g., by the apparatus 200). In
step 702, the apparatus 200 may access or retrieve informa-
tion regarding a consumer using, for example, a network
device. The consumer information may include data on prior
activities of the consumer and/or profile data items. The pro-

30

40

45

50

55

20

file data items may include, but are not limited to, an identi-
fication of the consumer, an age of the consumer, a gender of
the consumer, a race of the consumer, an income of the
consumer, a location associated with the consumer (e.g., a
residential location, a work location), a merchant preference
of'the consumer, a category or sub-category of interest to the
consumer, a product preference of the consumer, a price
preference of the consumer, and the like. The prior activities
may include, but are not limited to, one or more purchase
activities, one or more product or merchant viewing activi-
ties, one or more product or merchant rating activities, one or
more promotion viewing activities, one or more promotion
rating activities, and the like.

In step 704, the apparatus 200 may generate one or more
attribute descriptors of interest to the consumer. For example,
if a consumer’s prior purchases indicate that he frequents
Japanese restaurants, it may be determined that attribute
descriptor “sushi” may be an attribute of interest to the con-
sumer.

In step 706, the apparatus 200 may access a database of
consumer review information stored in, for instance, a non-
transitory computer-readable storage medium. The database
may include a list of commercial entities or objects, associ-
ated attribute descriptors and associated sentiment scores.

In step 708, the apparatus 200 may match the attribute
descriptors of interest determined in step 704 to attribute
descriptors in the database accessed in step 706, and may
identify corresponding commercial entities or objects in the
database.

In step 710, the apparatus 200 may transmit computer-
executable instructions to a consumer computing device to
cause information on the commercial entities or objects iden-
tified in step 708 to be displayed. The displayed information
may indicate the commercial entity or object identified, the
associated attribute descriptors and/or the associated senti-
ment scores. In some cases, in step 710, a display of commer-
cial entities or objects on the consumer computing device
may be adjusted to rank the commercial entity or object
identified in step 708 more highly than other entities or
objects.

In some cases, the method of FIG. 7 may be executed to
display attribute descriptors and sentiment scores about a
particular commercial entity or object to a particular con-
sumer based on a prior activity of the consumer. In one
example, if it is determined that the consumer purchased a
promotion for a restaurant offered by a promotion and mar-
keting service but has yet to redeem the promotion, then the
method of FIG. 7 may be executed to display select informa-
tion regarding the restaurant to the consumer to encourage
him to redeem the promotion. In this case, one or more
attribute descriptors of particular interest to the consumer that
are in common with attribute descriptors of the restaurant
(e.g., “sushi”) may be displayed to the consumer with asso-
ciated sentiment scores for the restaurant. In this manner, the
consumer may learn that the restaurant is highly rated for
sushi which he is interested in, and may therefore be encour-
aged to redeem the promotion. In certain cases, negative
sentiments may be excluded from a consumer display.

FIGS. 8A and 8B illustrate exemplary user interfaces 800a
and 8005, respectively, each recommending a particular mer-
chant to a consumer and including an attribute descriptor for
the merchant and an associated overall sentiment score deter-
mined based on consumer reviews for that merchant (e.g., by
averaging sentiment scores for the consumer reviews for that
merchant). For example, FIG. 8A indicates an Italian restau-
rant, an attribute descriptor of “pasta” and an overall senti-
ment score of “8 out of a total of 10.” FIG. 8B indicates a
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Japanese restaurant, an attribute descriptor of “sushi” and an
overall sentiment score of “9 out of a total of 10.”

1I1. Exemplary Computing Devices

Systems and methods disclosed herein may include one or
more programmable processing units having associated
therewith executable instructions held on one or more com-
puter readable media, RAM, ROM, hard drive, and/or hard-
ware. In exemplary embodiments, the hardware, firmware
and/or executable code may be provided, for example, as
upgrade module(s) for use in conjunction with existing infra-
structure (for example, existing devices/processing units).
Hardware may, for example, include components and/or
logic circuitry for executing the embodiments taught herein
as a computing process.

Displays and/or other feedback means may also be
included, for example, for rendering a graphical user inter-
face, according to the present disclosure. The display and/or
other feedback means may be stand-alone equipment or may
be included as one or more components/modules of the pro-
cessing unit(s).

The actual software code or control hardware which may
be used to implement some of the present embodiments is not
intended to limit the scope of such embodiments. For
example, certain aspects of the embodiments described
herein may be implemented in code using any suitable pro-
gramming language type such as, for example, assembly
code, C, C# or C++ using, for example, conventional or
object-oriented programming techniques. Such code is stored
or held on any type of suitable non-transitory computer-read-
able medium or media such as, for example, a magnetic or
optical storage medium.

As used herein, a “processor,” “processing unit,” “com-
puter” or “computer system” may be, for example, a wireless
or wire line variety of a microcomputer, minicomputer,
server, mainframe, laptop, personal data assistant (PDA),
wireless e-mail device (for example, “BlackBerry,”
“Android” or “Apple,” trade-designated devices), cellular
phone, pager, processor, fax machine, scanner, or any other
programmable device configured to transmit and receive data
over a network. Computer systems disclosed herein may
include memory for storing certain software applications
used in obtaining, processing and communicating data. It can
be appreciated that such memory may be internal or external
to the disclosed embodiments. The memory may also include
non-transitory storage medium for storing software, includ-
ing a hard disk, an optical disk, floppy disk, ROM (read only
memory), RAM (random access memory), PROM (program-
mable ROM), EEPROM (electrically erasable PROM), flash
memory storage devices, or the like.

FIG. 9 depicts a block diagram representing an exemplary
computing device 1300 that may be used to implement the
systems and methods disclosed herein and which may
embody the apparatus 200. The computing device 1300 may
be any computer system, such as a workstation, desktop com-
puter, server, laptop, handheld computer, tablet computer
(e.g., the iPad™ tablet computer), mobile computing or com-
munication device (e.g., the iPhone™ mobile communication
device, the Android™ mobile communication device, and the
like), or other form of computing or telecommunications
device that is capable of communication and that has suffi-
cient processor power and memory capacity to perform the
operations described herein. In exemplary embodiments, a
distributed computational system may include a plurality of
such computing devices.
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The computing device 1300 includes one or more non-
transitory computer-readable media having encoded thereon
one or more computer-executable instructions or software for
implementing the exemplary methods described herein. The
non-transitory computer-readable media may include, but are
not limited to, one or more types of hardware memory and
other tangible media (for example, one or more magnetic
storage disks, one or more optical disks, one or more USB
flash drives), and the like. For example, memory 1306
included in the computing device 1300 may store computer-
readable and computer-executable instructions or software
for implementing a graphical user interface as described
herein. The computing device 1300 also includes processor
1302 and associated core 1304, and in some embodiments,
one or more additional processor(s) 1302' and associated
core(s) 1304' (for example, in the case of computer systems
having multiple processors/cores), for executing computer-
readable and computer-executable instructions or software
stored in the memory 1302 and other programs for controlling
system hardware. Processor 1302 and processor(s) 1302' may
each be a single core processor or a multiple core (1304 and
1304") processor.

Virtualization may be employed in the computing device
1300 so that infrastructure and resources in the computing
device may be shared dynamically. A virtual machine 1314
may be provided to handle a process running on multiple
processors so that the process appears to be using only one
computing resource rather than multiple computing
resources. Multiple virtual machines may also be used with
one processor.

Memory 1306 may include a computer system memory or
random access memory, such as DRAM, SRAM, EDORAM,
and the like. Memory 1306 may include other types of
memory as well, or combinations thereof.

A user may interact with the computing device 1300
through a visual display device 1318, such as a screen or
monitor, which may display one or more graphical user inter-
faces 1320 provided in accordance with exemplary embodi-
ments described herein. The visual display device 1318 may
also display other aspects, elements and/or information or
data associated with exemplary embodiments.

The computing device 1300 may include other I/O devices
for receiving input from a user, for example, a keyboard or
any suitable multi-point touch interface 1308 or pointing
device 1310 (e.g., a mouse, a user’s finger interfacing directly
with a display device). As used herein, a “pointing device” is
any suitable input interface, specifically, a human interface
device, that allows a user to input spatial data to a computing
system or device. In an exemplary embodiment, the pointing
device may allow a user to provide input to the computer
using physical gestures, for example, pointing, clicking,
dragging, dropping, and the like. Exemplary pointing devices
may include, but are not limited to, a mouse, a touchpad, a
finger of the user interfacing directly with a display device,
and the like.

The keyboard 1308 and the pointing device 1310 may be
coupled to the visual display device 1318. The computing
device 1300 may include other suitable conventional 1/O
peripherals. The [/O devices may facilitate implementation of
the one or more graphical user interfaces 1320, for example,
implement one or more of the graphical user interfaces
described herein.

The computing device 1300 may include one or more
storage devices 1324, such as a durable disk storage (which
may include any suitable optical or magnetic durable storage
device, e.g., RAM, ROM, Flash, USB drive, or other semi-
conductor-based storage medium), a hard-drive, CD-ROM,
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or other computer readable media, for storing data and com-
puter-readable instructions and/or software that implement
exemplary embodiments as taught herein. In exemplary
embodiments, the one or more storage devices 1324 may
provide storage for data that may be generated by the systems
and methods of the present disclosure. For example, a storage
device 1324 may provide storage for a merchant database 108
including information on one or more merchants, and for a
historical database 110 including information on one or more
prior activities performed by consumers and profile informa-
tion on consumers. A storage device 1324 may also provide
storage for a consumer review processing engine 210. The
one or more storage devices 1324 may be provided on the
computing device 1300 and/or provided separately or
remotely from the computing device 1300. The exemplary
components depicted as being stored on storage device 1324
may be stored on the same or on different storage devices.

The computing device 1300 may include a network inter-
face 1312 configured to interface via one or more network
devices 1322 with one or more networks, for example, Local
Area Network (LAN), Wide Area Network (WAN) or the
Internet through a variety of connections including, but not
limited to, standard telephone lines, LAN or WAN links (for
example, 802.11, T1, T3, 56 kb, X.25), broadband connec-
tions (for example, ISDN, Frame Relay, ATM), wireless con-
nections, controller area network (CAN), or some combina-
tion of any or all of the above. The network interface 1312
may include a built-in network adapter, network interface
card, PCMCIA network card, card bus network adapter, wire-
less network adapter, USB network adapter, modem or any
other device suitable for interfacing the computing device
1300 to any type of network capable of communication and
performing the operations described herein. The network
device 1322 may include one or more suitable devices for
receiving and transmitting communications over the network
including, but not limited to, one or more receivers, one or
more transmitters, one or more transceivers, one or more
antennae, and the like.

The computing device 1300 may run any operating system
1316, such as any of the versions of the Microsoft® Win-
dows® operating systems, the different releases of the Unix
and Linux operating systems, any version of the MacOS® for
Macintosh computers, any embedded operating system, any
real-time operating system, any open source operating sys-
tem, any proprietary operating system, any operating systems
for mobile computing devices, or any other operating system
capable of running on the computing device and performing
the operations described herein. In exemplary embodiments,
the operating system 1316 may be run in native mode or
emulated mode. In an exemplary embodiment, the operating
system 1316 may be run on one or more cloud machine
instances.

One of ordinary skill in the art will recognize that exem-
plary computing device 1300 may include more or fewer
modules than those shown in FIG. 9.

In describing exemplary embodiments, specific terminol-
ogy is used for the sake of clarity. For purposes of description,
each specific term is intended to, at least, include all technical
and functional equivalents that operate in a similar manner to
accomplish a similar purpose. Additionally, in some instances
where a particular exemplary embodiment includes a plural-
ity of system elements or method steps, those elements or
steps may be replaced with a single element or step. Likewise,
a single element or step may be replaced with a plurality of
elements or steps that serve the same purpose. Further, where
parameters for various properties are specified herein for
exemplary embodiments, those parameters may be adjusted
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up or down by Y2oth, Yioth, ¥sth, Y4rd, Vand, and the like, or by
rounded-oft approximations thereof, unless otherwise speci-
fied. Moreover, while exemplary embodiments have been
shown and described with references to particular embodi-
ments thereof, those of ordinary skill in the art will under-
stand that various substitutions and alterations in form and
details may be made therein without departing from the scope
of the invention. Further still, other aspects, functions and
advantages are also within the scope of the invention.

Exemplary flowcharts are provided herein for illustrative
purposes and are non-limiting examples of methods. One of
ordinary skill in the art will recognize that exemplary meth-
ods may include more or fewer steps than those illustrated in
the exemplary flowcharts, and that the steps in the exemplary
flowcharts may be performed in a different order than shown.

Blocks of the block diagram and the flow chart illustrations
support combinations of means for performing the specified
functions, combinations of steps for performing the specified
functions and program instruction means for performing the
specified functions. It will also be understood that some or all
of the blocks/steps of the circuit diagram and process flow-
chart, and combinations of the blocks/steps in the circuit
diagram and process flowcharts, can be implemented by spe-
cial purpose hardware-based computer systems that perform
the specified functions or steps, or combinations of special
purpose hardware and computer instructions. Exemplary sys-
tems may include more or fewer modules than those illus-
trated in the exemplary block diagrams.

Many modifications, combinations and other embodi-
ments of the inventions set forth herein will come to mind to
one skilled in the art to which these embodiments of the
invention pertain having the benefit of the teachings pre-
sented in the foregoing descriptions and the associated draw-
ings. Therefore, it is to be understood that the embodiments of
the invention are not to be limited to the specific embodiments
disclosed and that modifications, combinations and other
embodiments are intended to be included within the scope of
the appended claims. Terms other than those expressly
defined in the Glossary section above are used in a generic and
descriptive sense only and not for purposes of limitation.

What is claimed is:

1. An apparatus for programmatically analyzing a con-
sumer review, the apparatus comprising:

a network device configured to programmatically access
one or more consumer reviews for a commercial entity
or a commercial object;

a consumer review processing engine configured to
programmatically identify an attribute descriptor in the

one or more consumer reviews, and
programmatically generate a sentiment score associated
with the one or more consumer reviews, wherein pro-
grammatic generation of the sentiment score com-
prises:
using a natural language processing engine to pro-
grammatically parse the consumer review into a set
of sentences;
using the natural language processing engine to pro-
grammatically parse each sentence in the set of
sentences into a set of words;
for each word in the set of words in each sentence,
programmatically generating a word sentiment
score, wherein programmatic generation of a first
word sentiment score for a first word in the con-
sumer review comprises:
determining a word polarity score indicating
whether a sentiment expressed in the first word is
positive, negative, neutral or unknown, a word
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negation score indicating whether there is a
negation in the context of the first word, and a
word intensity score indicating an intensity or
magnitude of the sentiment expressed in the first
word; and
applying a machine learning algorithm to deter-
mine a relationship between the first word sen-
timent score and the word polarity score, the
word negation score, and the word intensity
score;
for each sentence in the set of sentences, program-
matically generating a sentence sentiment score,
the sentence sentiment score generated based on
word sentiment scores associated with words in the
sentence; and
programmatically generating the sentiment score by
combining sentence sentiment scores associated
with the set of sentences in the consumer review;
and
anon-transitory computer-readable storage device config-
ured to store the attribute descriptor and the sentiment
score in association with the commercial entity or the
commercial object.

2. The apparatus of claim 1, wherein the network device is
further configured to:

transmit one or more computer-executable instructions to a

computing device, the one or more computer-executable
instructions programmed to cause the computing device
to visually display the attribute descriptor and the senti-
ment score in association with the commercial entity or
the commercial object.

3. The apparatus of claim 1, wherein the sentiment score is
associated with the attribute descriptor.

4. The apparatus of claim 1, wherein the sentiment score is
associated with the commercial entity or the commercial
object but not specifically with the attribute descriptor.

5. The apparatus of claim 1, wherein programmatic gen-
eration of the first sentence sentiment score for the first sen-
tence in the consumer review comprises:

programmatically identifying one or more emoticons in the

first sentence; and

assigning one or more emoticon scores to the one or more

emoticons based on sentiments expressed in the emoti-
cons;

wherein the first sentence sentiment score is determined

based on the one or more emoticon scores.

6. The apparatus of claim 1, wherein programmatic gen-
eration of the word polarity score comprises:

detecting a plurality of consecutive vowels in the first

word; and

adjusting the word polarity score based on the plurality of

consecutive vowels.

7. The apparatus of claim 1, wherein programmatic gen-
eration of the word intensity score comprises:

detecting a plurality of consecutive vowels in the first

word; and

adjusting the word intensity score based on the plurality of

consecutive vowels.

8. The apparatus of claim 1, wherein programmatic gen-
eration of the word intensity score comprises:

detecting whether the first word includes all capital letters;

and

adjusting the word intensity score in response to determin-

ing that the first word includes all capital letters.

9. The apparatus of claim 1,

wherein the consumer review processing engine is further

configured to:
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programmatically analyze prior purchase data or profile
data associated with a first consumer to generate a first
attribute descriptor of interest to the first consumer;

programmatically match the first attribute descriptor to
the attribute descriptor generated based on the one or
more consumer reviews; and

wherein the network device is further configured to, based

on the matching, transmit computer-executable instruc-
tions to a computing device associated with the first
consumer to cause a visual display device associated
with the computing device to display the attribute
descriptor and the sentiment score in association with
the commercial entity or the commercial object.

10. The apparatus of claim 1, wherein the commercial
entity is a merchant.

11. The apparatus of claim 1, wherein the commercial
object is a product, service or promotion.

12. The apparatus of claim 1, wherein the attribute descrip-
tor indicates a context associated with the commercial entity
or the commercial object.

13. The apparatus of claim 1, wherein the attribute descrip-
tor indicates a quality associated with the commercial entity
or the commercial object.

14. The apparatus of claim 1, wherein the attribute descrip-
tor indicates a category or sub-category associated with the
commercial entity or the commercial object.

15. A computer-executed method for programmatically
analyzing a consumer review, the method comprising:

programmatically accessing, via a network device, one or

more consumer reviews for a commercial entity or a
commercial object;

executing a consumer review processing engine to pro-

grammatically identify an attribute descriptor in the one
Or more consumer reviews;
executing the consumer review processing engine to pro-
grammatically generate a sentiment score associated
with the one or more consumer reviews, wherein pro-
grammatically generating the sentiment score com-
prises:
using a natural language processing engine to program-
matically parse the consumer review into a set of
sentences;
using the natural language processing engine to pro-
grammatically parse each sentence in the set of sen-
tences into a set of words;
for each word in the set of words in each sentence,
programmatically generating a word sentiment score,
wherein programmatic generation of a first word sen-
timent score for a first word in the consumer review
comprises:
determining a word polarity score indicating whether
a sentiment expressed in the first word is positive,
negative, neutral or unknown, a word negation
score indicating whether there is a negation in the
context of the first word, and a word intensity score
indicating an intensity or magnitude of the senti-
ment expressed in the first word; and
applying a machine learning algorithm to determine a
relationship between the first word sentiment score
and the word polarity score, the word negation
score, and the word intensity score;
for each sentence in the set of sentences, programmati-
cally generating a sentence sentiment score, the sen-
tence sentiment score generated based on word sen-
timent scores associated with words in the sentence;
and
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programmatically generating the sentiment score by
combining sentence sentiment scores associated with
the set of sentences in the consumer review; and
storing, on a non-transitory computer-readable storage
device, the attribute descriptor and the sentiment score
in association with the commercial entity or the com-
mercial object.

16. The method of claim 15, wherein programmatic gen-
eration of the first word sentiment score for the first word in
the consumer review comprises:

programmatically generating the word polarity score based

on:

detecting a plurality of consecutive vowels in the first
word; and

adjusting the word polarity score based on the plurality
of consecutive vowels;

programmatically generating the word negation score; and

programmatically generating the word intensity score

based on:

detecting a plurality of consecutive vowels in the first
word or detecting whether the first word includes all
capital letters; and

adjusting the word intensity score based on the plurality
of consecutive vowels or in response to determining
that the first word includes all capital letters.

17. A non-transitory computer-readable medium for pro-
grammatically analyzing a consumer review, the non-transi-
tory computer-readable medium having encoded thereon one
or more computer-executable instructions that, when
executed, cause a computing device to:

access one or more consumer reviews for a commercial

entity or a commercial object;

identify an attribute descriptor in the one or more consumer

reviews;

generate a sentiment score associated with the one or more

consumer reviews, wherein programmatic generation of
the sentiment score comprises:
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using a natural language processing engine to program-
matically parse the consumer review into a set of
sentences;
using the natural language processing engine to pro-
grammatically parse each sentence in the set of sen-
tences into a set of words;
for each word in the set of words in each sentence,
programmatically generating a word sentiment score,
wherein programmatic generation of a first word sen-
timent score for a first word in the consumer review
comprises:
determining a word polarity score indicating whether
a sentiment expressed in the first word is positive,
negative, neutral or unknown, a word negation
score indicating whether there is a negation in the
context of the first word, and a word intensity score
indicating an intensity or magnitude of the senti-
ment expressed in the first word; and
applying a machine learning algorithm to determine a
relationship between the first word sentiment score
and the word polarity score, the word negation
score, and the word intensity score;
for each sentence in the set of sentences, programmati-
cally generating a sentence sentiment score, the sen-
tence sentiment score generated based on word sen-
timent scores associated with words in the sentence;
and
programmatically generating the sentiment score by
combining sentence sentiment scores associated with
the set of sentences in the consumer review; and
store the attribute descriptor and the sentiment score in
association with the commercial entity or the commer-
cial object.



